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IEEEXplore: 2 feb. 2016 (IEEEXplore): [Labbé and Labbé, 2013]
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Automatic Detection [Labbé and Labbé, 2013]

Intertextual Distance:

∆(a,b) = δ proportion of different word tokens in the two texts.

Hierarchical Clustering
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Corpus Z MLTSCIGen

Soit

t text to test.

δ Fake
t = min

f∈SCIgen
∆(t ,f )

If (δ Fake
t < δthreshold ) then

SCIgen generated must be
considered
(risk < 10−5).

else

Non-SCIgen origin must be
considered.
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Mathgen in arXiv https://thatsmathematics.com/mathgen/

https://arxiv.org/pdf/2210.15112v1
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Paraphrasing and Tortured Phrases [Cabanac et al., 2021]

Questionable text in case 6, rewritten from [13] – GPT detector
score: 59.20%

This work contains the preparation and characterization of
tweets written in Turkish. Tweet information sets a vector
of four different offices, contrasted and the outcomes and
the installed model and grouping support vector machine and
the arbitrary timberland arrangement in Word. Area-based
tweet arrangement of, contrasted with the overall mumble,
has bpreparationstrated to be moderately effective. The exact-
ness rate for the financial area 89.97 percent, soccer 84.02
percent, 73.86 percent for correspondence, it has been made
74.60 percent of the absolute of the 63.68 percent for retail.

Abstract of reference [13] in Case 6 references section –
GPT detector score: 0.02%

This work includes processing and classification of tweets
which are written in Turkish language. Four different sec-
tor tweet datasets are vectorized with Word Embedding
model and classified with Support Vector Machine and
Random Forests classifiers and results have been com-
pared. We have showed that sector based tweet classifi-
cation is more successful compared to general tweets.
Accuracy rates for Banking sector is 89.97%, for Football
84.02%, for Telecom 73.86%, for Retail 63.68% and for
overall 74.60% have been achieved.

counterfeit consciousness (a)

sun oriented force (b)

credulous Bayes (c)

bosom malignancy/peril (d)

man-made brainpower (e)

polymerase chain response (f)

mind tumor (g)

(1) Artificial Intelligence

(2) breast cancer

(3) brain tumor

(4) solar energy

(5) Naive Bayes

(6) Polymerase Chain Reaction
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ChatGPT detection

Compilatio – https://www.compilatio.net/en/ai-detector-info#reliability

98,5% reliability in detecting passages and texts generated by generative AI.
This means that out of 20 passages generated by artificial intelligence, 19 are correctly found.
Third-party study validates reliability of Compilatio AI detector

[Weber-Wulff et al., 2023] – Testing of Detection Tools for AI-Generated Text

This paper exposes serious limitations of the state-of-the-art AI-generated text detection tools and their unsuitability for use as
evidence of academic misconduct. Our findings do not confirm the claims presented by the systems. They too often present false
positives and false negatives. Moreover, it is too easy to game the systems by using paraphrasing tools or machine translation.
Therefore, our conclusion is that the systems we tested should not be used in academic settings.
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Problematic Paper Screener [Cabanac et al., 2022]

PubPeer comment on doi: 10.1109/icaaic56838.2023.10141186
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Image generation [Kwon, 2024]

Proofig

Company co-founder Dror Kolodkin-Gal in Rehovot, Israel, says that, when tested on thousands of AI-generated and real images
from papers, the algorithm identified AI images 98% of the time and had a 0.02% false-positive rate.

Jana Christopher – Image-integrity analyst at FEBS Press

Christopher hasn’t yet seen evidence that AI image-detection software is reliable (Proofig’s internal evaluation has not been
published).
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Seek&Blastn at a glance [Labbé et al., 2019]

Materials and methods
The shRNA sequence (5’-GCGGAGGGTTTGAAA-
GAATATCTCGAGATATTCTTTCAAACCCTCCGCTTTTTT-3’)
targeting TPD52L2 (NM_199360) was inserted into the
pFH-L plasmid (Shanghai Hollybio, China). A scrambled
shRNA that shared no homology with the mammalian
genome (5’-CTAGCCCGGCCAAGGAAGTGCAATTGCAT-
ACTCGAGTATGCAATTGCACTTCCTTGGTTTTTTGTTAAT-3’)

was used as control.

Facts to check

Status DNA Seq
... ...

Targeting GCG...TTT
Non-Targ. CTA...AAT

... ...

Hit lists (Blastn results)

hit list DNA Seq
... ...

TPD52L2, ... GCG...TTT
NOB1,... CTA...AAT

... ...

Checked Facts

Satus DNA Seq
Targ. GCG...TTT

Non-Targ CTA...AAT
... ...

(1) Facts extraction

(2) Blatn call

(3) Comparison
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